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Summary Chapter 5
OSI Network Layer.

5.1.1. Network Layer – Communication From Host to Host
The Network layer, or OSI Layer 3, provides services to exchange the individual pieces of data over the network between identified end devices. To accomplish this end-to-end transport, Layer 3 uses four basic processes:

· Addressing.
· Encapsulation. 
· Routing.
· Decapsulation.
Protocols implemented at the Network layer that carry user data include:

· Internet Protocol version 4 (IPv4)

· Internet Protocol version 6 (IPv6)

· Novell Internetwork Packet Exchange (IPX)

· AppleTalk

· Connectionless Network Service (CLNS/DECNet)

The Internet Protocol (IPv4 and IPv6) is the most widely-used Layer 3 data carrying protocol and will be the focus of this course. Discussion of the other protocols will be minimal.

5.1.2. The IP v4 Protocol – Example Network Layer Protocol
The Network layer services implemented by the TCP/IP protocol suite are the Internet Protocol (IP). Version 4 of IP (IPv4) is currently the most widely-used version of IP. It is the only Layer 3 protocol that is used to carry user data over the Internet and is the focus of the CCNA
IP version 6 (IPv6) is developed and being implemented in some areas. IPv6 will operate alongside IPv4 and may replace it in the future. The services provided by IP, as well as the packet header structure and contents, are specified by either IPv4 protocol or IPv6 protocol. These services and packet structure are used to encapsulate UDP datagrams or TCP segments for their trip across an internetwork.

The Internet Protocol was designed as a protocol with low overhead. It provides only the functions that are necessary to deliver a packet from a source to a destination over an interconnected system of networks
IPv4 basic characteristics:
· Connectionless. 
· Best Effort (unreliable).

· Media Independent.
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5.1.3. The IP v4 Protocol – Connectionless
In a connectionless IP packets are sent without notifying the end host that they are coming.

Connection-oriented protocols, require that control data be exchanged to establish the connection as well as additional fields in the PDU header. Because IP is connectionless, it requires no initial exchange of control information to establish an end-to-end connection before packets are forwarded, nor does it require additional fields in the PDU header to maintain this connection. 
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5.1.4. The IP v4 Protocol – Best Effort
The IP protocol does not burden the IP service with providing reliability. Compared to a reliable protocol, the IP header is smaller. Transporting these smaller headers requires less overhead. Less overhead means less delay in delivery. This characteristic is desirable for a Layer 3 protocol.

The mission of Layer 3 is to transport the packets between the hosts while placing as little burden on the network as possible. Layer 3 is not concerned with or even aware of the type of communication contained inside of a packet. 
IP is often referred to as an unreliable protocol. Unreliable in this context means simply that IP does not have the capability to manage, and recover from, undelivered or corrupt packets.

If we included reliability overhead in our Layer 3 protocol, then communications that do not require connections or reliability would be burdened with the bandwidth consumption and delay produced by this overhead. The header of an IP packet does not include fields required for reliable data delivery. 
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5.1.5. The IP v4 Protocol – Media Independent
IPv4 and IPv6 operate independently of the media that carry the data at lower layers of the protocol stack. Any individual IP packet can be communicated electrically over cable, as optical signals over fiber, or wirelessly as radio signals.

The major characteristic of the media that the Network layer considers is the maximum size of PDU that each medium can transport. This characteristic is referred to as the Maximum Transmission Unit (MTU). Part of the control communication between the Data Link layer and the Network layer is the establishment of a maximum size for the packet. The Data Link layer passes the MTU upward to the Network layer. The Network layer then determines how large to create the packets. 

In some cases, an intermediary device - usually a router - will need to split up a packet when forwarding it from one media to a media with a smaller MTU. This process is called fragmenting the packet or fragmentation. 

5.1.6. The IP v4 Protocol – Packaging The Transport Layer PDU
IPv4 encapsulates, or packages, the Transport layer segment or datagram so that the network can deliver it to the destination host. 
Transport layer segments can be readily packaged by existing Network layer protocols, such as IPv4 and IPv6 or by any new protocol that might be developed in the future. 

Routers can implement these different Network layer protocols to operate concurrently over a network to and from the same or different hosts. 
The encapsulated Transport layer PDU - remains unchanged during the Network layer processes.
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5.1.7. The IP v4 Protocol – Packaging The Transport Layer PDU
An IPv4 protocol defines many different fields in the packet header. These fields contain binary values that the IPv4 services reference as they forward packets across the network.

· IP Destination Address - The IP Destination Address field contains a 32-bit binary value that represents the packet destination Network layer host address.

· IP Source Address - The IP Source Address field contains a 32-bit binary value that represents the packet source Network layer host address.

· Time-to-Live - The Time-to-Live (TTL) is an 8-bit binary counter that indicates the remaining "life" of the packet. The TTL value is decreased by at least one each time the packet is processed by a router (that is, each hop). When the value becomes zero, the router discards or drops the packet and it is removed from the network data flow. 
· Protocol - This 8-bit binary value indicates the data payload type that the packet is carrying. The Protocol field enables the Network layer to pass the data to the appropriate upper-layer protocol.
· Type-of-Service - The Type-of-Service field contains an 8-bit binary value that is used to determine the priority of each packet. 
· Fragment Offset - If fragmentation occurs, the fragment offset field identifies the order in which to place the packet fragment in the reconstruction. 
· More Fragments flag - Bit in the Flag field used with the Fragment Offset for the fragmentation and reconstruction of packets. The More Fragments flag bit is set, it means that it is not the last fragment of a packet. When a receiving host sees a packet arrive with the MF = 1, it examines the Fragment Offset to see where this fragment is to be placed in the reconstructed packet. When a receiving host receives a frame with the MF = 0 and a non-zero value in the Fragment offset, it places that fragment as the last part of the reconstructed packet. An unfragmented packet has all zero fragmentation information (MF = 0, fragment offset =0). 
· Don't Fragment flag - The Don't Fragment (DF) flag is a single bit in the Flag field that indicates that fragmentation of the packet is not allowed. If a router needs to fragment a packet to allow it to be passed downward to the Data Link layer but the DF bit is set to 1, then the router will discard this packet. 
· Version - Contains the IP version number (4).
· Header Length (IHL) - Specifies the size of the packet header. 
· Packet Length - This field gives the entire packet size, including header and data, in bytes. 
· Identification - This field is primarily used for uniquely identifying fragments of an original IP packet.
· Header Checksum - The checksum field is used for error checking the packet header.
· Options - There is provision for additional fields in the IPv4 header to provide other services but these are rarely used.
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Typical IP Packet

The figure represents a complete IP packet with typical header field values.

Ver = 4; IP version.

IHL = 5; size of header in 32 bit words (4 bytes). This header is 5*4 = 20 bytes, the minimum valid size.

Total Length = 472; size of packet (header and data) is 472 bytes.

Identification = 111; original packet identifier (required if it is later fragmented).

Flag = 0; denotes packet can be fragmented if required.

Fragment Offset = 0; denotes that this packet is not currently fragmented (there is no offset).

Time to Live = 123; denotes the Layer 3 processing time in seconds before the packet is dropped (decremented by at least 1 every time a device processes the packet header).

Protocol = 6; denotes that the data carried by this packet is a TCP segment .
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5.2.1. Networks  – Separating Hosts into Common Groups
Dividing Networks

It is more practical and manageable to group hosts into specific networks. Historically, IP-based networks have their roots as one large network. As this single network grew, so did the issues related to its growth. To alleviate these issues, the large network was separated into smaller networks that were interconnected. These smaller networks are often called subnetworks or subnets. 

Network and subnet are terms often used interchangeably to refer to any network system made possible by the shared common communication protocols of the TCP/IP model. 

Hosts can be grouped:

· Geographically: Grouping hosts at the same location - such as each building on a campus or each floor of a multi-level building - into separate networks can improve network management and operation.
· For Specific Purposes: Traffic required can be reduced by the use of specific software and tools by placing the resources to support them in the network with the users. Dividing networks based on usage facilitates the effective allocation of network resources as well as authorized access to those resources. 
· For Ownership: Dividing hosts into separate networks provides a boundary for security enforcement and management of each network. 

5.2.2. Why Separate Hosts Into Networks? – Performance
Common issues with large networks are:
· Performance degradation

· Security issues

· Address Management

· Improving Performance 

Large numbers of hosts connected to a single network can produce volumes of data traffic that may stretch network resources such as bandwidth and routing capability.

Dividing large networks so that hosts who need to communicate are grouped together reduces the traffic across the internetworks. 

A broadcast is a message sent from one host to all other hosts on the network. 
Broadcasts are contained within a network. In this context, a network is also known as a broadcast domain. Managing the size of broadcast domains by dividing a network into subnets ensures that network and host performances are not degraded to unacceptable levels.

5.2.3. Why Separate Hosts Into Networks? – Security
Dividing networks based on ownership means that access to and from resources outside each network can be prohibited, allowed, or monitored.

Dividing a network based on user access is a means to secure communications and data from unauthorized access by users both within the organization and outside it.

Security between networks is implemented in an intermediary device (a router or firewall appliance) at the perimeter of the network. The firewall function performed by this device permits only known, trusted data to access the network.

5.2.4. Why Separate Hosts Into Networks? – Address Management
The Internet consists of millions of hosts, each of which is identified by its unique Network layer address. 
Dividing large networks so that hosts who need to communicate are grouped together reduces the unnecessary overhead of all hosts needing to know all addresses. 

For all other destinations, the hosts only need to know the address of an intermediary device, to which they send packets for all other destinations addresses. This intermediary device is called a gateway. The gateway is a router on a network that serves as an exit from that network. 

5.2.5. Why Separate Hosts Into Networks? – Hierarchical Addressing
A hierarchical address uniquely identifies each host. It also has levels that assist in forwarding packets across internetworks, which enables a network to be divided based on those levels.

To support data communications between networks over internetworks, Network layer addressing schemes are hierarchical.

Layer 3 addresses supply the network portion of the address. Routers forward packets between networks by referring only to the part of the Network layer address that is required to direct the packet toward the destination network. By the time the packet arrives at the destination host network, the whole destination address of the host will have been used to deliver the packet.

5.2.6. Dividing The Networks? – Networks from Networks
Using hierarchical addressing means that the higher levels of the address are retained; with a subnetwork level and then the host level.

The logical 32-bit IPv4 address is hierarchical and is made up of two parts. The first part identifies the network and the second part identifies a host on that network. Both parts are required for a complete IP address. 

For convenience IPv4 addresses are divided in four groups of eight bits (octets). Each octet is converted to its decimal value and the complete address written as the four decimal values separated by a dot (period).

For example - 192.168.18.57

In this example, as the figure shows, the first three octets, (192.168.18), can identify the network portion of the address, and the last octet, (57) identifies the host.

Routers only need to know how to reach each network, rather than needing to know the location of each individual host. 

With IPv4 hierarchical addressing, the network portion of the address for all hosts in a network is the same. To divide a network, the network portion of the address is extended to use bits from the host portion of the address. These borrowed host bits are then used as network bits to represent the different subnetworks within the range of the original network. 

Given that an IPv4 address is 32 bits, when host bits are used to divide a network the more subnetworks created results in fewer hosts for each subnetwork. Regardless of the number of subnetworks created however, all 32 bits are required to identify an individual host.

The number of bits of an address used as the network portion is called the prefix length. For example if a network uses 24 bits to express the network portion of an address the prefix is said to be /24. In the devices in an IPv4 network, a separate 32-bit number called a subnet mask indicates the prefix. 

Extending the prefix length or subnet mask enables the creation of these subnetworks. In this way network administrators have the flexibility to divide networks to meet different needs, such as location, managing network performance, and security, while ensuring each host has a unique address.

5.3.1. Device Parameters – Supporting Communication Outside Our Network
When a host needs to communicate with another network, an intermediary device, or router, acts as a gateway to the other network. 

To communicate with a device on another network, a host uses the address of this gateway, or default gateway, to forward a packet outside the local network.

The router also needs a route that defines where to forward the packet next. This is called the next-hop address. If a route is available to the router, the router will forward the packet to the next-hop router that offers a path to the destination network.

5.3.2. IP Packets – Carrying Data End To End
If the destination host and source host are not in the same network, the packet may be carrying a Transport layer PDU across many networks and through many routers. As it does, the information contained within is not altered by any routers when forwarding decisions are made.

At each hop, the forwarding decisions are based on the information in the IP packet header. The packet with its Network Layer encapsulation also is basically intact throughout the complete process, from the source host to the destination host. 

If communication is between hosts in different networks, the local network delivers the packet from the source to its gateway router. The router examines the network portion of the packet destination address and forwards the packet to the appropriate interface. If the destination network is directly connected to this router, the packet is forwarded directly to that host. If the destination network is not directly connected, the packet is forwarded on to a second router that is the next-hop router. 

The packet forwarding then becomes the responsibility of this second router. Many routers or hops along the way may process the packet before reaching the destination.

5.3.3. A Gateway – The Way Out of Our Network
The gateway, also known as the default gateway, is needed to send a packet out of the local network. If the network portion of the destination address of the packet is different from the network of the originating host, the packet has to be routed outside the original network. To do this, the packet is sent to the gateway. This gateway is a router interface connected to the local network. The gateway interface has a Network layer address that matches the network address of the hosts. The hosts are configured to recognize that address as the gateway.

Default Gateway

The default gateway is configured on a host. On a Windows computer, the Internet Protocol (TCP/IP) Properties tools are used to enter the default gateway IPv4 address. Both the host IPv4 address and the gateway address must have the same network (and subnet, if used) portion of their respective addresses.
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No packet can be forwarded without a route. Whether the packet is originating in a host or being forwarded by an intermediary device, the device must have a route to identify where to forward the packet. 

A host must either forward a packet to the host on the local network or to the gateway, as appropriate. To forward the packets, the host must have routes that represent these destinations. 

A router makes a forwarding decision for each packet that arrives at the gateway interface. This forwarding process is referred to as routing. To forward a packet to a destination network, the router requires a route to that network. If a route to a destination network does not exist, the packet cannot be forwarded.

The destination network may be a number of routers or hops away from the gateway. The route to that network would only indicate the next-hop router to which the packet is to be forwarded, not the final router. The routing process uses a route to map the destination network address to the next hop and then forwards the packet to this next-hop address.

5.3.4. A Route – The Path to a Network
A route for packets for remote destinations is added using the default gateway address as the next hop. 

Like end devices, routers also add routes for the connected networks to their routing table. When a router interface is configured with an IP address and subnet mask, the interface becomes part of that network. The routing table now includes that network as a directly connected network. All other routes, however, must be configured or acquired via a routing protocol. To forward a packet the router must know where to send it. This information is available as routes in a routing table.

The routing table stores information about connected and remote networks. Connected networks are directly attached to one of the router interfaces. These interfaces are the gateways for the hosts on different local networks. Remote networks are networks that are not directly connected to the router. Routes to these networks can be manually configured on the router by the network administrator or learned automatically using dynamic routing protocols.

Routes in a routing table have three main features:

· Destination network
· Next-hop
· Metric

The router matches the destination address in the packet header with the destination network of a route in the routing table and forwards the packet to the next-hop router specified by that route. If there are two or more possible routes to the same destination, the metric is used to decide which route appears on the routing table.

The default route is used when the destination network is not represented by any other route in the routing table. 
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Host Routing Table

A host creates the routes used to forward the packets it originates. These routes are derived from the connected network and the configuration of the default gateway. 

Hosts automatically add all connected networks to the routes. These routes for the local networks allow packets to be delivered to hosts that are connected to these networks.

Hosts also require a local routing table to ensure that Network layer packets are directed to the correct destination network. Unlike the routing table in a router, which contains both local and remote routes , the local table of the host typically contains its direct connection or connections to the network and its own default route to the gateway. Configuring the default gateway address on the host creates the local default route.

5.3.5. The Destination Network
Routing Table Entries

The destination network shown in a routing table entry, called a route, represents a range of host addresses and sometimes a range of network and host addresses.

The hierarchical nature of Layer 3 addressing means that one route entry could refer to a large general network and another entry could refer to a subnet of that same network. When forwarding a packet, the router will select the most specific route.

A packet destined to the subnet of a larger network would be routed using the route to the subnet. However, a packet addressed to a different subnet within the same larger network would be routed using the more general entry.

The precedence of route selection for the packet going to 10.1.1.55 would be:

#1- 10.1.1.0

#2- 10.1.0.0

#3- 10.0.0.0

#4- 0.0.0.0 (Default route if configured)

#5- Dropped

Default Route

A default route is a route that will match all destination networks. In IPv4 networks, the address 0.0.0.0 is used for this purpose. The default route is used to forward packets for which there is no entry in the routing table for the destination network. Packets with a destination network address that does not match a more specific route in the routing table are forwarded to the next-hop router associated with the default route.

5.3.6. The Next Hop – Where The Packet Goes Next
A next-hop is the address of the device that will process the packet next. For a host on a network, the address of the default gateway (router interface) is the next-hop for all packets destined for another network.

In the routing table of a router, each route lists a next hop for each destination address that is encompassed by the route. As each packet arrives at a router, the destination network address is examined and compared to the routes in the routing table. When a matching route is determined, the next hop address for that route is used to forward of the packet toward its destination. The router then forwards the packet out the interface to which the next-hop router is connected. The next-hop router is the gateway to networks beyond that intermediate destination.

Networks directly connected to a router have no next-hop address because there is no intermediate Layer 3 device between the router and that network. The router can forward packets directly out the interface onto that network to the destination host.

Some routes can have multiple next-hops. This indicates that there are multiple paths to the same destination network. These are parallel routes that the router can use to forward packets. 

5.3.7. Packet Forwarding – Moving the Packet Toward Its Destination
Routing is done packet-by-packet and hop-by-hop. Each packet is treated independently in each router along the path. At each hop, the router examines the destination IP address for each packet and then checks the routing table for forwarding information.

The router will do one of three things with the packet:
1. Forward it to the next-hop router
2. Forward it to the destination host
3. Drop it

Packet Examination

Packets that arrive at a router's interfaces are encapsulated as a Data Link layer (Layer 2) PDU. The router first discards the Layer 2 encapsulation so that the packet can be examined.
Next Hop Selection

The destination address in a packet header is examined. If a matching route in the routing table shows that the destination network is directly connected to the router, the packet is forwarded to the interface to which that network is connected. In this case, there is no next-hop. To be placed onto the connected network, the packet has to be first re-encapsulated by the Layer 2 protocol and then forwarded out the interface.

If the route matching the destination network of the packet is a remote network, the packet is forwarded to the indicated interface, encapsulated by the Layer 2 protocol, and sent to the next-hop address.
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Using the Default Route

As shown in the figure, if the routing table does not contain a more specific route entry for an arriving packet, the packet is forwarded to the interface indicated by a default route, if one exists. At this interface, the packet is encapsulated by the Layer 2 protocol and sent to the next-hop router. The default route is also known as the Gateway of Last Resort.

This process may occur a number of times until the packet reaches its destination network. The router at each hop knows only the address of the next-hop; it does not know the details of the pathway to the remote destination host. Furthermore, not all packets going to the same destination will be forwarded to the same next-hop at each router. Routers along the way may learn new routes while the communication is taking place and forward later packets to different next-hops.

Default routes are important because the gateway router is not likely to have a route to every possible network on the Internet. If the packet is forwarded using a default route, it should eventually arrive at a router that has a specific route to the destination network. This router may be the router to which this network is attached. In this case, this router will forward the packet over the local network to the destination host. 

As a packet passes through the hops in the internetwork, all routers require a route to forward a packet. If, at any router, no route for the destination network is found in the routing table and there is no default route, that packet is dropped.

IP has no provision to return a packet to the previous router if a particular router has nowhere to send the packet. Such a function would detract from the protocol's efficiency and low overhead. 
5.4.1. Routing Protocols – Sharing the Routes
Routing requires that every hop, or router, along the path to a packet's destination have a route to forward the packet. Otherwise, the packet is dropped at that hop. Each router in a path only needs to know the next hop on the path to the packet's destination network.

The routing table contains the information that a router uses in its packet forwarding decisions. For the routing decisions, the routing table needs to represent the most accurate state of network pathways that the router can access. Out-of-date routing information means that packets may not be forwarded to the most appropriate next-hop, causing delays or packet loss.
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5.4.2. Static Routing
Routes to remote networks with the associated next hops can be manually configured on the router. This is known as static routing. A default route can also be statically configured.

To ensure that the packets are routed to use the best possible next hops, each known destination network needs to either have a route or a default route configured. Because packets are forwarded at every hop, every router must be configured with static routes to next hops that reflect its location in the internetwork.

Further, if the internetwork structure changes or if new networks become available, these changes have to be manually updated on every router. If updating is not done in a timely fashion, the routing information may be incomplete or inaccurate, resulting in packet delays and possible packet loss.
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5.4.3. Dynamic Routing
Routing protocols are the set of rules by which routers dynamically share their routing information. As routers become aware of changes to the networks for which they act as the gateway, or changes to links between routers, this information is passed on to other routers. When a router receives information about new or changed routes, it updates its own routing table and, in turn, passes the information to other routers. 
Common routing protocols are:
· Routing Information Protocol (RIP)

· Enhanced Interior Gateway Protocol (EIGRP)

· Open Shortest Path First (OSPF)

The exchange of route information adds overhead that consumes network bandwidth. This overhead can be an issue, particularly for low bandwidth links between routers. The route information that a router receives is processed extensively by protocols such as EIGRP and OSPF to make routing table entries. This means that routers employing these protocols must have sufficient processing capacity to both implement the protocol's algorithms and to perform timely packet routing and forwarding.

Static routing does not produce any network overhead and places entries directly into the routing table; no processing is required by the router. The cost for static routing is administrative - the manual configuration and maintenance of the routing table to ensure efficient and effective routing.

In many internetworks, a combination of static, dynamic, and default routes are used to provide the necessary routes. 
[image: image14.png]ol oo e
s cisco
5.4.3 Dynamic Routing @ 2 s —
Dynamic Routing
Routers sharing routes Network 10.1.1.0
~ 192.168.21 ~ 19216811 >
c
g f 21022 @ 1 iz @ 1
ren a router receives information about n
tupe fingtable and, in A B
< the nformation to cther routers. nthis P
Rouing Routing Network 10.1.2.0
Protocol I have Protocol C " have
& e | g |
networks 10110
10110 nd
and 10120
10.1.20"

Router B learns about Router C's networks dynamically.
Router B's next hop to 10.1.1.0 and 10.1.2.0 is 192.166.1.2 (Router C).
Router A learns about Router C's networks dynamically from Router B.
Router A's next hop to 10.1.1.0 and 10.1.2.0 is 192.168.2.2 (Router B).

[Lookng s

Anicio & (1) SoreniyThe D... | & windows Live Mes... | ()3 Explorador de .. «| @) ccia Test Questi... [@ fles/7 - MozillaF... ] Resumen Captulo... | [« & '@ B & 12:09am





